Probability and Statistics
All sections and references are from Introduction to the Practice of Statistics, 5th Ed. by David S. Moore and George P. McCabe.

Organize data into a suitable form:

For small data sets, we usually like to use a stem and leaf plot to organize and visualize our data.  There are step by step instructions for making a stem plot on page 11 of the text.  An example is for the following data (Babe Ruth’s home run totals for his career, not in order by year):

22 25 34 35 41 41 46 46 46 47 49 54 54 59 60 

We would make a stem consisting of 2, 3, 4, 5, and 6.  The leafs would be the 2nd digit of each total.  It would look like the following:
	2
	2 5

	3
	4 5

	4
	1 1 6 6 6 7 9

	5
	4 4 9

	6
	0


A histogram is used to break the range of values into classes.  This is more effective for data that may not be strictly interval or ratio data.  Using the example from above, we may want to break the data into 3 categories, fewer than 40 homeruns, between 40 and 50 homeruns, and greater than 50 homeruns.  
This comes in very nice when we have very large data sets that we are working with.  We can then look at the shape of the histogram to see if it is roughly normal.  The IQ example on pages 14 – 15 is very descriptive.  

We also can calculate relative and cumulative probabilities by making a histogram.  The relative probabilities will be the number in each category divided by the total.  The cumulative probability will be the sum of all the relative probabilities up to a certain point.  We can use this to test where our data lies on the distribution. 
Solve discrete and joint probability problems:
Probability is covered in Chapter 4 of the book (starting roughly on page 254).  There are a few terms that we should know in probability:

Sample space:  The set of all possible outcomes

Event: an outcome or a set of outcomes of a random phenomenon.  This is a subspace of the Sample space.

There are also probability rules (listed on page 262, and continued on page 267).

The probability of a single event occurring is usually one out of the number of items in the sample space (as long as each is equally likely to occur).  The sum of all the probabilities for each event in the sample space is 1, and each individual probability should be between 0 and 1.  For example, if I roll a die, the probability of rolling a 3 is 1/6.
Sample Space = {1, 2, 3, 4, 5, 6}, each is equally likely to occur.

Know when events are independent and how to calculate the probability of independent events:
Events are independent when knowing that one occurs does not change the probability that the other occurs.  These follow the multiplication rule for independent events.  For example, if we flip a coin once, the probability of heads landing up is ½, so the probability of flipping heads with 2 flips of a coin is ½ * ½ = ¼.  

We can also see this if we set up the sample space = {HH, HT, TH, TT}

Solve problems using the binomial distribution and be able to determine when the use of the binomial distribution is appropriate:

The binomial distribution is used for the following criteria:
1) There are a fixed number of observations

2) Each of the observations are independent

3) Each observation falls into one of two categories: success or failure.

4) The probability of success is the same for each observation.

We say that a binomial distribution has probabilities listed for each number of observations and probability of success.  Table C in the back of the book (T-6 – T-10) is the list of all of these probabilities.  Or on the TI-83 Calculator, we can use the binompdf(n,p,x) for individual probabilities or binomcdf(n,p,x) for cumulative probabilities.

An example problem:  Shaquille O’Neal is a career 50% free throw shooter.  If he shoots 10 free throws in a game, what is the probability that he will make 7?  

We would look at the table (T-9) and see that with n = 10, k = 7, and p = .5, the probability given is .1172.  So there is about a 12% chance that Shaq will make 7 out of 10 free throws!

