Probability and Statistics

All sections and references are from Introduction to the Practice of Statistics, 5th Ed. by David S. Moore and George P. McCabe.

Solve problems using the normal distribution, uniform, and chi-square distributions:

The normal distribution:
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This is the symmetric, bell shaped distribution.  We usually want our data to follow this distribution.  If it does, we can use the following:

1) Mean

2) Standard Deviation

3) Z and T tests for significance on Inference of the population mean (Section 7.1)
4) Two sample Z and T tests for comparing two means (Section 7.2)
5) ANOVA procedure (Chapter 12)
As well as many other things…

For any of these significance tests, we get a p-value which is the probability of type I error (or the probability of falsely rejecting the null hypothesis).  From this p-value, we can either reject the null hypothesis if p is small enough (usually less than .05), or we can fail to reject the null hypothesis if it isn’t small enough (usually greater than or equal to .10).  If the p-value lies in the gray area between .05 and .10, the conclusion must be drawn carefully by the experimenter.  **Never accept a Null hypothesis** Only Reject or Fail to Reject**
The uniform distribution:

This distribution has constant height over the entire interval, with height of 0 everywhere else.  The probability of this type of distribution is found by calculating the area under the curve for the interval that you want.
The chi-square distribution (Section 9.2): 

This distribution is usually seen when doing categorical data analysis.  To use this distribution, usually we need to know the degrees of freedom and our critical value, and we can test for independence between categorical values.  The chi-square table is Table F on page T-20.
For example, if we have the following data and we want to see if there is an association between exposure to the Acid and becoming Sick:

	
	Sick
	Not Sick
	

	Exposed to Acid
	52 (expected: 48.39)
	248 (251.61)
	300

	Not Exposed to Acid
	48 (51.61)
	272 (268.39)
	320

	
	100
	520
	620
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We calculate our test statistic by following the formula of taking the observed minus expected squared divided by the expected and summing up the results: 
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We then would see that we have (r – 1)(c – 1) degrees of freedom, which in this case is 1.  We can then see that the tail probability is greater than .25, so we would fail to reject the null hypothesis that there is no association between the groups.
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