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Recursively Defined Functions
Functions that are evaluated by repeating a sequence of steps often have more elegant definitions in terms of recursion.  For instance, the factorial function n! can be defined non-recursively:

n!  =  n (n-1) (n-2) … 2 · 1
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indicates repeated multiplication as 
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 indicates repeated addition.
The recursive definition of factorial is simply,


0!  =  1                   

n!  =  n · (n-1)!     for  n > 0
For another example, the Fibonacci function, F(n) is most simply defined recursively:


F(n)  =   1     for n = 0, 1

F(n)  =  F(n-1)  +  F(n-2)     for  n > 1 

In both examples, the function for the argument n is defined in terms of a simpler valuation of the function for (n-1) or, in the case of the Fibonacci function, for (n-1) and 
(n-2).  The “simplest” or basis case must have a defined value.  Even ordinary summation can be defined recursively or non-recursively:
The nth finite sum Sn for the sequence A1, A2, A3, … defined non-recursively is of course,


Sn  =  A1 + A2 + … + An
and defined recursively,


S1  =  A1

Sn  =  Sn-1  +  An      for n > 1
Computer algorithms for evaluating functions that can be defined recursively can generally be accomplished either by using an iteration structure (e.g., a for or while loop) or by a recursive call to the function for the simpler case with the “simplest case” providing the exit condition.  Often, either technique is appropriate and equally efficient.  In some circumstances, however, one technique will have much greater efficiency.  The Fibonacci function, though having its clearest definition as a recursive function, should be calculated using loops that store the previous two values and not by recursive function calls which would require many repeated calculations of the same values.  (See praxis_computer_science_1.doc for algorithmic examples of recursive and non-recursive evaluations of a function.)
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Binary Relations
Functions of one variable, y = f(x), are an example of a binary relation where a value x in the domain of the function has an image y in the range (also termed the codomain) of the function.  Each value x, an element of the domain, maps to only one image value y in the codomain or range.  A function is one-to-one if distinct domain points always map to distinct images.  A function is onto if every element in the codomain is mapped to by some element in the domain.  A function that is one-to-one and onto is called bijective and is invertible, the inverse function, f -1(x), exists.  Students need to be reminded that the inverse f -1(x) is not the reciprocal function 1/f(x).
The concept of binary relation is not limited to the above definition of functions.  In general, the sets S and T form a Cartesian space (also termed Cartesian product) S x T.  A relation on sets S and T is a subset of the Cartesian product.  If the Cartesian product is thought of as the surface of a two-dimensional coordinate system, x - y, then a graph line or a bounded area are subsets given by some binary relation (for example, by y = 3x+4 or by y < x2.)
If the binary relation R is a subset of the Cartesian product S x T, and if R is a set of points, 
(x, y) more generally termed a tuple, then in set notation:

(x, y)  (  R     and,

R  (  S x T

Binary relations may have certain properties, although not all binary relations have all these properties:

	Property
	Description
	Examples

	reflexive
	(x, x) (  R with R (  S x S for every x in S (i.e., for all x)
	equality:  x = x   is reflexive.
less than inequality: x < x   is not reflexive.

	symmetric
	(x, y) (  R implies that
(y, x) (  R.
	equality:  if x = y, then y = x.


	transitive
	if (x, y) (  R and (y, z) (  R
then (x, z) (  R
	equality: if x = y and y = z then x = z
inequality:  if x < y and y < z then x < z

For the sets A, B, and C, if A ( B and B ( C
then A ( C.  The subset relation ( is transitive.

	equivalence
	R is an equivalence if and 
only if it is reflexive, 
symmetric and transitive
	equality is reflexive, symmetric and transitive,
thus, equality is an equivalence relation.

	antisymmetric
	antisymmetry here is not the
opposite of symmetry.  A 
relation is antisymmetric if
(x, y) ( R and (y, x) ( R
implies that x = y.  In other
words, if x and y are distinct

elements then (x, y) and 
(y, x) cannot both be in R.
	equality is antisymmetric (as well as symmetric)
( relation is antisymmetric: if x ( y and y ( x, 
then x = y.   Also, if x ( y then (x, y) and (y, x) 
cannot both be in the relation.

< is antisymmetric: if the element (x, y) is in the 
relation R: x < y, then (y, x) cannot be in R.
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